CASE STUDY

Sensitivity of Radiocarbon Sum Calibration
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Sum calibration has become a standard tool for demographic studies, even though the methodology itself is far from uncontroversial. In addition to fundamental methodological criticism, questions are frequently raised about the sample size and data density required to detect large-scale changes in past populations. This article uses a simulation approach to determine the detection probabilities for events of varying intensity and with varying data density. At the same time, the effectiveness of Monte Carlo-based confidence envelopes as a countermeasure against false-positive results is tested. The results show that the detection of such events is not unlikely and that the Monte Carlo method is well suited to separate signal and noise. However, the nature of the events already observed in this way demands further assessment.
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Introduction

In recent years, the use of more or less large collections of 14C data has almost become a standard tool to estimate demographic developments of the past. The original approach of Rick (1987) assumes that ‘if archaeologists recovered and dated a random, known percentage of the carbon from a perfectly preserved carbon deposit to which each person-year of occupation contributed an equal and known amount, they could estimate the number of people who inhabited a region during a given period’ (Rick 1987: 56).

There is a history of debate on the use of radiocarbon Summed Probability Distributions (SPDs). Several authors use the method in different elaborations to identify past processes, most often demographic processes (e.g., Armit, Swindles and Becker 2013; Buchanan, Collard and Edinborough 2008; Collard et al. 2013; Gamble et al. 2005; Gkiasta et al. 2003; Hinz et al. 2012; Hoffmann, Lang and Dikau 2008; Johnstone, Macklin and Lewin 2006; Kelly et al. 2013; Mulrooney 2013; Rick 1987; Riede 2009; Rieth et al. 2011; Shennan 2009, 2012; Shennan and Edinborough 2007; Tallavaara, Pesonen and Ononen 2010; Timpson et al. 2014; Whitehouse et al. 2014). Others reject the method in general, criticise certain aspects, or point out weaknesses (Ballenger and Mabry 2011; Bamforth and Grund 2012; Bayliss et al. 2007; Bleicher 2013; Chiverrell, Thorndycraft and Hoffmann 2011; Contreras and Meadows 2014; Crombé and Robinson 2014; Culleton 2008; Prates, Politis and Steele 2013; Steele 2010; Surovell and Brantingham 2007; Surovell et al. 2009; Torfing 2015; Williams 2012). A critical assessment is very helpful for improving a method or identifying its shortcomings. However, what many critics do not emphasize, and many supporters do not sufficiently consider, is that already in Ricks original paper (Rick 1987: 57–59; Figure 1) the essential sources of error (Intervening, Creation, Preservation, and Investigation biases) have been identified.

Due to the widespread use of the methodology in recent years, it is essential to explore the conditions for the meaningful use of sum calibration. Ideally, a catalogue of prerequisites and methodological requirements should be compiled providing a comparable and high standard for the usage of this estimator and a quantification of the uncertainty in its application.

This paper examines some of the objections with the help of simulations. This relates in particular to the methodological questions related to the sensitivity of the method as put forward by Contreras and Meadows (2014). Similar to that paper, it is examined whether 14C summations can be used to identify patterns that can be related to population fluctuations in the past. Thereby it is assumed that the amount of archaeological and thus datable material reflects those changes in particular. The sampling bias and its effects will be addressed. For this purpose, simulated and thus artificial 14C dates are generated, drawing from a probability curve based on a historical event – the Black Death. For different data densities (average number of samples per year), a random sample of years is drawn from the period in question. The probability of each year corresponds to the relative demographic trend for the same year. This means, that the probability of drawing a sample from a particular date is exactly proportional to the population size in that year. The data simulated in this way is treated using Oxcal in the same way as the data is processed in existing studies (i.e. using Oxcal’s Sum command). It is then checked whether the given patterns can...
be found in the calibration results. It should be noted that, as in the above-mentioned study, no further measures against other sources of error apart from the sampling bias are taken. Above all, no binning is used to standardise the data per site, which has now been established as a standard procedure. On the one hand, such an error does not exist in the simulated data, on the other hand, the method used should be as close as possible to that of the paper by Contreras and Meadows (2014). The main focus is on enriching the unquantified results of that study with a quantification of the detection probability.

Background
The potential of using SPDs to assert a statement about past (perhaps demographic) processes depends on three factors (see Figure 1):

- Amount of information available (number of data points)
- Intensity of the process to be identified (strength of the signal in the demographic fluctuation)
- Certainty with which this signal is to be identified (or other, permitted uncertainty)

If a very strong signal is to be detected, less data may be sufficient to be able to identify it with a specified uncertainty. Conversely, increased certainty about the validity of the signal requires either more data or a stronger signal. This means that strong demographic fluctuations in the past can be detected with greater certainty even based on smaller amounts of $^{14}$C datings, whereby more data would be required in the case of weaker fluctuations. These relationships are fundamental to any kind of statistical hypothesis test.

In their article, Contreras and Meadows (2014) worked on this question. They put all other possible methodological problems to one side (although they did elaborate on them in detail) and investigated how well simulated demographic changes can be tracked by their effect on simulated $^{14}$C data. The paper went much further than others due to its simulation approach and its results are therefore largely transparent. This is a very valuable and useful contribution to the debate. Their main case study is the Black Death, whose demographic influence can be adequately understood from written sources. They describe their demographic example as: ‘In our population curve, after rising relatively steadily for the first three centuries of this period, population declined abruptly between AD 1310 (87 million) and 1350 (71 million), and further declined to 67 million by AD 1415, before recovering to 79 million (AD 1451) and finally overtaking its pre-Black Death peak in c. AD 1550’ (Contreras and Meadows 2014: 596; cf. also Figure 2) However, the details of the setting are irrelevant for the specific investigation, it could have been any arbitrary or randomly generated example. The chosen one serves the authors above all to show that such a devastating event as the Black Death could remain undiscovered by $^{14}$C summations.

When using an over-representatively high number of data, or such a data density, with 1000 data points for a period of 1000–1700 BCE (density 1.43 data per year), the Black Death would basically emerge (Contreras and Meadows 2014: Figure 3). However, they argue that the strength of the event in the resulting signal could not be attributed to such a disaster without prior knowledge (Contreras and Meadows 2014: 599). At a density they consider to be closer to the archaeological reality – the authors assume this to be 0.29, representing 200 data for 700 years – the sampling effect would prevent the underlying demographic processes from being properly represented by the simulated $^{14}$C data (Contreras and Meadows 2014: 599).
They write: ‘Not only is the departure of these curves from the population distribution from which they are derived evident; the variability between samples is also notable: the most prominent fluctuations in each curve are not visible in most of the others’ (Contreras and Meadows 2014: 601). In general, the data
density is decisive for the effectiveness of this estimator, whereby even with the maximum simulated number of dates (2000) the Black Death is ‘far from obvious’ as an event (Contreras and Meadows 2014: 602). In addition, they argue, the temporal fixation of the event is problematic due to the scatter effect especially of legacy data with high standard deviation. Thus it would be not possible to separate signal from noise, to separate false-positive and false-negative from real results, and to identify the exact timing and magnitude of the underlying phenomenon (Contreras and Meadows 2014: 603–605). In their concluding remarks they consequently state that even under ideal conditions, it is difficult to distinguish between real and spurious population patterns, or to accurately date sharp fluctuations, even with data densities much higher than in most published attempts’ (Contreras and Meadows 2014: 605).

With all the importance that the simulation approach adds to this paper, unfortunately, the authors do not use its full potential. Although they created different scenarios of data density, each is only examined with five simulation runs (for 200, 1000 and 2000 samples respectively; Contreras and Meadows 2014: 596). Even if five is more than one, this certainly does not represent a statistically reliable basis for a far-reaching statement. In addition they state, as paraphrased above, that the Black Death could have remained undetected, without further specification or quantification. A significantly higher number of simulations might be mandatory for such a statement. A very important step in this direction has already been taken by McLaughlin (2019), who reviewed the Black Death scenario in his article on using the KDE model for similar analyses, and who has already come up with detection rates. A perfect pattern recognition was achieved with a sample number of 3000. Here, however, only 30 simulation runs were checked in each case, and the effect strength was not varied.

Precisely against this background the triangle of effect strength, data quantity and certainty of identification should be quantified here. Using the same basic pattern, the Black Death, the aim is to determine, for different scenarios of effect strength and data quantity, in how many cases such a demographic catastrophe could have remained undetected. It is primarily a question of false-negative results. False positives can be meaningfully detected by other simulation approaches, as has been discussed elsewhere (e.g., Shennan et al. 2013; Edinborough et al. 2017). It will be applied in a later step (see below).

**Methods**

The overall approach and the implemented workflow consists of three main parts:

1. The simulation of the $^{14}$C data from the underlying population curve,
2. the identification of the signal from the resulting summation curve, and
3. the combination of the results from the individual simulation runs.

To simulate different densities of $^{14}$C dates, 18 scenarios were created (30–90 in steps of ten, 100–900 in steps of one hundred, 1000–2000 in steps of one thousand). For each scenario, 200 simulation runs were used. The whole process is controlled by a superimposed control structure.

In the first part of the analysis, the original scenario of Contreras and Meadows (2014) was reconstructed. The population curve was reconstructed and for different numbers of simulated samples, the signal was detected as described below. This process was repeated 200 times for each parameterization of the number of samples in order to obtain a statistical basis for the evaluation. The proportion of detected patterns was recorded, and the scenarios themselves were repeated 200 times to capture the range of variation between runs. Although the scattering of the detection results with respect to the standard deviation of the successful detection is primarily a function of the sample size (200 repetitions) and the true detection rate, this exhaustive test setup was chosen in order to account for any nonlinear effects resulting from the shape of the calibration curve. This resulted in 720,000 individual simulation runs (200 batches of 200 simulations of 18 scenarios).

The signal strength, i.e. the intensity with which the demographic signal decreases, is 77.4% in the ‘real’ data of the Black Death. In the second part of the analysis, signal strengths of 30%–90% were simulated in steps of ten, respectively the data set of the Black Death was changed in such a way that such a demographic change is predetermined by the data set. This results in a total of 126 scenarios. For each of the scenarios, 200 simulation runs were carried out, resulting in a total of 25,200 individual runs. The repetition of individual scenarios was omitted as this would have considerably increased the runtime of the algorithm.

This process was repeated for both settings including the test against false positives as described below. In total, the whole simulation includes 1,490,400 individual sum calibrations. The choice for the final number of runs and repetitions resulted from the total run time, which was 94,480 seconds or 26 hours and 15 minutes (using parallel computing on 6 cores of an Intel(R) Xeon(R) CPU E3-1240 v5 at 3.50GHz with 16 GB RAM).

**Simulation of the $^{14}$C dates**

For the simulation of the $^{14}$C data, the original curve from Contreras and Meadows (2014) was used. The data was converted into numerical values by digitizing (using the software Engauge). The corresponding data set is attached as supplementary material or can be accessed in the reproducible analysis.

The population numbers were then interpolated by linear approximation on an annual basis and converted into a probability distribution by normalization to the sum of 1. This distribution then served as weighting for a random drawing of calendar dates representing the individual sample. The sample size was defined as a scenario based on the given parameterisation (see above). In the second part of the analysis, this distribution was changed by parameterising the signal strength by linear rescaling in such a way that the drop from the peak before the
demographic signal to the minimum of the curve corresponds to the given signal strength.

The random years obtained in this way, whose frequency corresponds to the given population curve of the Black Death, were then processed as a sum calibration using C_Simulate and Sum and calibrated via OxCal (using the package oxaAR; Hinz et al. 2018). As in Contreras and Meadows’ study (2014), the standard deviation was randomly sampled equally distributed in the range of 20–40 years.

The smoothing of the resulting calibration result with a moving average, as suggested by (Williams 2012) with a window of 500 years minimum, was considered, but rejected again. The reason for this is that the more turbulent curve of the calibration result produces a more realistic scenario (see Figure 3).

Detection of the signal
To achieve an automated detection of the signal in the calibration result, an algorithm was written which performs this task. The local minima between 1210 and 1630 were recorded and the strongest minimum was selected. If this was not in the period between 1310 and 1530, i.e. the minimum in the population curve of the Black Death, the result was discarded as a non-match. It was then tested whether this minimum was at least 10% below the mean of the 100 years preceding and following the event with a lag of 50 years (1260 resp. 1580). Only if this was the case the signal was considered detected. A selection of random examples of accepted and rejected calibration results can be found in Figure 4 resp. 5, or can be easily generated using the reproducible code itself.

Combination of the results
The results of the individual runs were recorded and stored in tabular form. For the first part of the analysis, fixing the signal strength to the value corresponding to the original examination (Contreras and Meadows 2014), the number of detections per run, normalized to the total number of runs, was recorded. For the second part, since only one run with 200 repetitions was performed per scenario, only one value was recorded for each scenario.

Accordingly, mean value, standard deviation, internal quartile and 95% interval can be calculated for the original scenario. For the second part, on the other hand, only one value per scenario is shown, but the influences of sample size and signal strength can be calculated individually.

Elimination of false positive results
Shennan et al. (2013) used a Monte Carlo simulation method that produces simulated data distributions under an adjusted null model. These are then used to test characteristics in the observed data set for statistically significant patterns. A large number of individual simulations are

Figure 4: Four examples of rejected results (signal not detected) using the original signal strength and 200 dates. Orange Area: where a minimum should be present. Blue Area: Where the signal should be at least 10% higher than in the minimum on average.
carried out using the null model as the population curve, similar to the simulation technique described above. The interval in which the simulated data ranges reflects the element of random sample distribution. Since the 5% significance boundary is set as the statistical standard, the 95% interval (i.e. the quantiles 0.025 and 0.975) is usually taken from the simulated data. A signal, to be evaluated as significant and thus ‘real’, must lie outside this fluctuation range.

This approach, with slightly different settings, has since become established as the standard procedure for checking the patterns detected in sum calibrations. While, for example, Shennan et al. (2013) uses an exponential generalized linear model for the null model, which is adapted to the data, a simpler approach is chosen here as in other publications (Hinz et al. 2019). The null model is a uniform distribution of the data within a specific time window. Thus, no assumption about a possible population development is made in advance, as would be the case with an exponential function in the sense of population growth. With this, I assume a stable population, and those events, which fall out of the hull generated by the simulation, can be considered as significantly different from this null model. A specific helper function is implemented in the package oxAAR (Hinz et al. 2018) (oxcalSumSim()), which can be used to easily perform such a simulation. It has to be noted that this function is based on R_Simulate of OxCal, and therefore shows rather wider uncertainty ranges than it would be necessary for C_Simulate. In the given context, this rather increases the robustness of the estimation.

For the original methodology of Shennan et al. (2013) an extension has recently been proposed (Edinborough et al. 2017), that allows a more local and specific approach to hypothesis testing with respect to sum calibration. This expansion will not be further explored in the following, even though it has been successfully applied to the Black Death scenario. The reason is that in this paper I am mainly interested in the general detectability even in the absence of previous knowledge (as it may be available from literary sources), and therefore prefer the simplest possible parameterization.

**Reproducible Research in Simulation Studies**

Reproducibility has not yet become the standard for archaeological analysis. In many cases, the way archaeological data are collected prevents complete reproducibility of results, as an excavation can only be carried out once. However, in the case of derived, secondary analyses, reproducibility is clearly a preferable design consideration in any research. This is all the more true for simulation studies, which naturally rely on random effects and should therefore be reproducible in their parameterization and which also create the perfect conditions for such a research design regarding their database.
Unfortunately, especially in the field of summed ¹⁴C analyses, it is often the case that the argumentation relates on single observations or single calibration runs, i.e. only few results are presented as pars pro toto. At the same time, the source code used to generate these numbers is usually not included in the paper and is also not accessible elsewhere. Therefore the results must be believed as \textit{argumentum ab auctoritate}. A listing of related papers is deliberately omitted here.

If the source code is available or at least reconstructable (as in Contreras and Meadows 2014), a big step towards reproducibility has already been taken. In this article I try to go one step further and choose an Open Science approach in the sense of reproducible research (in the sense of Marwick 2017). The code underlying the simulations is made available together with the article, based on the package \texttt{rrtools} (https://github.com/benmarwick/rrtools). It is available as an R package (sensitivity.sumcal.article.2020) and can be obtained directly (https://github. com/MartinHinz/sensitivity.sumcal.article.2020) or from a repository (Zenodo, doi: 10.5281/zenodo.3613674). With this, all results should be easily reproducible and verifiable, especially the settings of the simulation should be available for direct verification.

\section*{Results}

\subsection*{Original Setup}

The results of the reproduction of the original scenario can be seen in Table 1. For the situation of 1000 samples for 700 years described by the authors as super-ideal (results in a density of 1.43) a detection rate of 72.1\% results. In half of the cases, the value was between 70\% and 74\%, 95\% of the values lay between 66.5\% and 77\%.

For the case of a sample size of 200, which Contreras and Meadows (2014: 601) estimated as realistic, the mean detection rate is 68.9\%, with the inner quartile between 66.5\% and 71\% and the 95\% interval between 63\% and 76\%.

Thus, the estimation of Contreras and Meadows (2014) was not completely unjustified. The signal could have been overlooked, following the original simulation setup, with a probability of 1/3. The detection chance seems to be relatively independent of the sample size (once the sample density has surpassed 300).

This can be seen in Table 1, more clearly perhaps from the box plot of the results (Figure 6) or the representation as regression (with logarithmic x-axis, Figure 7). Up to a sample size of about 300, corresponding to a density of 0.43 dates per year, the detection rate improves and then remains on a plateau.

The results indicate that, on the one hand, there is a clear chance to detect an event like the Black Death with a tool like sum-calibrated ¹⁴C data, if we leave aside the discussion of other methodological problems at this point. On the other hand, the sample size seems to have less influence on improving detection at some stage. Thus the systematic application of the simulation experiment of Contreras and Meadows (2014) cannot

\begin{table}[h]
\centering
\begin{tabular}{llllll}
\hline
number of samples & sample density (per years) & mean proportion signal detected & standard deviation proportion signal detected & inner quartiles & 95\% quantiles \\
\hline
30 & 0.043 & 0.611 & 0.035 & 0.585–0.635 & 0.545–0.68 \\
40 & 0.057 & 0.622 & 0.035 & 0.595–0.645 & 0.555–0.69 \\
50 & 0.071 & 0.630 & 0.033 & 0.61–0.65 & 0.57–0.69 \\
60 & 0.086 & 0.641 & 0.037 & 0.615–0.666 & 0.575–0.71 \\
70 & 0.100 & 0.643 & 0.033 & 0.62–0.665 & 0.58–0.705 \\
80 & 0.114 & 0.645 & 0.037 & 0.62–0.666 & 0.57–0.72 \\
90 & 0.129 & 0.656 & 0.037 & 0.635–0.68 & 0.585–0.73 \\
100 & 0.143 & 0.659 & 0.034 & 0.63–0.685 & 0.6–0.72 \\
200 & 0.286 & 0.689 & 0.035 & 0.665–0.71 & 0.63–0.76 \\
300 & 0.429 & 0.711 & 0.030 & 0.69–0.735 & 0.655–0.765 \\
400 & 0.571 & 0.719 & 0.032 & 0.695–0.74 & 0.655–0.78 \\
500 & 0.714 & 0.725 & 0.029 & 0.71–0.74 & 0.67–0.78 \\
600 & 0.857 & 0.723 & 0.032 & 0.7–0.745 & 0.66–0.785 \\
700 & 1.000 & 0.720 & 0.032 & 0.7–0.74 & 0.655–0.775 \\
800 & 1.143 & 0.722 & 0.033 & 0.695–0.745 & 0.665–0.78 \\
900 & 1.286 & 0.728 & 0.030 & 0.705–0.75 & 0.675–0.78 \\
1000 & 1.429 & 0.721 & 0.029 & 0.7–0.74 & 0.665–0.77 \\
2000 & 2.857 & 0.714 & 0.034 & 0.69–0.735 & 0.64–0.77 \\
\hline
\end{tabular}
\caption{Results from the simulation (200 runs for each number of samples) of the original setup of (Contreras and Meadows 2014).}
\end{table}
**Figure 6:** The results of the simulation of the original setup with 200 runs for each number of samples, visualised as boxplot (cf. Table 1).

**Figure 7:** The results of the simulation of the original setup with 200 runs for each number of samples, visualised as plot with smoothed trend line (cf. Table 1). Note that the x-values are slightly jittered for better recognition of the individual dates, and the x-axis is logarithmic.
confirm the interpretations that they themselves deduce from their results. In this setup, it is not the number of samples that leads to a significant improvement in the detection rate. It is true that the individual results of individual sum calibrations deviate significantly from the given curve of the underlying population. But through formalized detection with fixed parameters, it is still possible to detect events within the given time window with a relatively high probability. Before we turn to the question of what exactly these events represent and how well we can separate false positive from true positive results (section 4.3), the influence of signal strength should be examined.

**Altering Signal Strength**

In the second part of the analysis, the intensity of the signal, as described above, was parameterised differently in order to check the influence of a stronger or weaker signal and thus be able to predict the detection possibilities of demographic changes of different intensity. Figure 7 shows the mean detection rates for different scenarios. The signal strength originally used of 77.81 corresponds most closely to 0.8 in this parameterisation, which in this simulation leads to an average detection rate of 0.685 for 200 data or 0.73 for 1000 data. The results are therefore generally comparable with the reconstruction of the original simulation.

It is obvious that the strength of the signal has a high influence on the detection rate (Figure 8). Signals resulting from an underlying population reduced to 70% or less have a significantly higher detection rate, especially with higher sample numbers.

If the relationship between detection rate, sample size and signal strength is considered a linear model (see Appendix A.1.), then both factors are significant predictors for the detection rate. Signal strength (coefficient of 8.89e-05 with a p-value of 3.56e-08) is clearly more dominant than the sample size (coefficient of -6.53e-01 with a p-value of 3.78e-35). It can be seen that a signal strength of 90% (corresponds to a reduction of 10%) with a small number of samples also shows a detection rate of more than 50%. This is rather surprising since the minimum difference necessary for recognition in the detection algorithm is set to 0.1. It is also surprising that this detection rate drops significantly with larger sample sizes (Figure 8). This is a strong indication that false-positive signals, which result exclusively from the random distribution of the data and not from the underlying pattern, are also counted here. This touches one of the key questions posed by Contreras and Meadows (2014): is it possible to distinguish real signals from false positives? To evaluate this, in a third step the same analysis was performed with the inclusion of a confidence envelope for false-positive signals.

**Results with Testing for False Positives**

In the same manner like the results above, Table 3 and Figure 9 visualise the effect of removal of false-positive pattern (section 3.4). In this version, the results for weak signals remain at a low level, while those for strong signals...
Figure 8: The results of the simulation of different signal strengths with 100 runs for each number of samples (cf. Table 2). Note that the x-axis is logarithmic.

Table 3: Results from the simulation of different signal strengths under consideration of the removal of false positive results.

<table>
<thead>
<tr>
<th>number of samples</th>
<th>sample density</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.043</td>
<td>0.245</td>
<td>0.230</td>
<td>0.175</td>
<td>0.130</td>
<td>0.155</td>
<td>0.185</td>
<td>0.130</td>
</tr>
<tr>
<td>40</td>
<td>0.057</td>
<td>0.225</td>
<td>0.255</td>
<td>0.165</td>
<td>0.135</td>
<td>0.190</td>
<td>0.110</td>
<td>0.105</td>
</tr>
<tr>
<td>50</td>
<td>0.071</td>
<td>0.280</td>
<td>0.285</td>
<td>0.230</td>
<td>0.185</td>
<td>0.130</td>
<td>0.140</td>
<td>0.125</td>
</tr>
<tr>
<td>60</td>
<td>0.086</td>
<td>0.300</td>
<td>0.245</td>
<td>0.195</td>
<td>0.140</td>
<td>0.185</td>
<td>0.150</td>
<td>0.110</td>
</tr>
<tr>
<td>70</td>
<td>0.100</td>
<td>0.425</td>
<td>0.270</td>
<td>0.225</td>
<td>0.230</td>
<td>0.200</td>
<td>0.140</td>
<td>0.090</td>
</tr>
<tr>
<td>80</td>
<td>0.114</td>
<td>0.425</td>
<td>0.330</td>
<td>0.210</td>
<td>0.260</td>
<td>0.130</td>
<td>0.115</td>
<td>0.135</td>
</tr>
<tr>
<td>90</td>
<td>0.129</td>
<td>0.415</td>
<td>0.350</td>
<td>0.185</td>
<td>0.200</td>
<td>0.140</td>
<td>0.145</td>
<td>0.100</td>
</tr>
<tr>
<td>100</td>
<td>0.143</td>
<td>0.560</td>
<td>0.390</td>
<td>0.275</td>
<td>0.195</td>
<td>0.170</td>
<td>0.145</td>
<td>0.090</td>
</tr>
<tr>
<td>200</td>
<td>0.286</td>
<td>0.810</td>
<td>0.590</td>
<td>0.495</td>
<td>0.350</td>
<td>0.215</td>
<td>0.175</td>
<td>0.120</td>
</tr>
<tr>
<td>300</td>
<td>0.429</td>
<td>0.915</td>
<td>0.735</td>
<td>0.610</td>
<td>0.390</td>
<td>0.255</td>
<td>0.140</td>
<td>0.095</td>
</tr>
<tr>
<td>400</td>
<td>0.571</td>
<td>0.970</td>
<td>0.900</td>
<td>0.770</td>
<td>0.480</td>
<td>0.325</td>
<td>0.230</td>
<td>0.125</td>
</tr>
<tr>
<td>500</td>
<td>0.714</td>
<td>0.980</td>
<td>0.950</td>
<td>0.830</td>
<td>0.635</td>
<td>0.310</td>
<td>0.280</td>
<td>0.125</td>
</tr>
<tr>
<td>600</td>
<td>0.857</td>
<td>0.995</td>
<td>0.980</td>
<td>0.855</td>
<td>0.625</td>
<td>0.380</td>
<td>0.260</td>
<td>0.140</td>
</tr>
<tr>
<td>700</td>
<td>1.000</td>
<td>1.000</td>
<td>0.985</td>
<td>0.895</td>
<td>0.680</td>
<td>0.525</td>
<td>0.240</td>
<td>0.105</td>
</tr>
<tr>
<td>800</td>
<td>1.143</td>
<td>1.000</td>
<td>0.985</td>
<td>0.970</td>
<td>0.770</td>
<td>0.495</td>
<td>0.285</td>
<td>0.185</td>
</tr>
<tr>
<td>900</td>
<td>1.286</td>
<td>1.000</td>
<td>1.000</td>
<td>0.955</td>
<td>0.820</td>
<td>0.550</td>
<td>0.270</td>
<td>0.160</td>
</tr>
<tr>
<td>1000</td>
<td>1.429</td>
<td>1.000</td>
<td>1.000</td>
<td>0.960</td>
<td>0.855</td>
<td>0.625</td>
<td>0.360</td>
<td>0.110</td>
</tr>
<tr>
<td>2000</td>
<td>2.857</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.970</td>
<td>0.695</td>
<td>0.380</td>
<td>0.110</td>
</tr>
</tbody>
</table>
rise sharply from a sample size of about 200. For all signal strengths greater than 0.6, at the latest for a sample size of 300 or more, these exceed the 50% mark. This implies that this method produces a much more reliable result and is a strong indicator of the effectiveness of this approach. The overall detection rate is significantly reduced, and it becomes clear that for reliable identification of events a much higher sample size is necessary than if the possible false positives are naively ignored.

Finally, this combined method was applied again to the original example of the Black Death with its fixed signal strength. Table 4 and Figure 10 show the corresponding results. The scope of the sample size was extended upwards. Considering possible false-positive results, the detection rate for this pattern is quite low. For the scenario with 200 data points, corresponding to a density of 0.29 per year, there is a detection rate of 0.21, for a sample size of 1000, corresponding to a density of 1.43 per year, the detection rate reaches 0.325. Only with a sample size of 2000, (density = 2.86), a more or less reliable identification can be assumed.

Discussion and Conclusion
When using estimators for reconstructions, it is clear that in addition to the existing uncertainties, the variability in the relationship of the estimator to the estimated variable has to be considered. Therefore, it is unrealistic to expect a perfect reconstruction. Nevertheless, the question of Contreras and Meadows (2014) is, of course, justified as to whether such a disruptive event as the Black Death could have been recognised through this methodology. Therefore, the example is very well chosen and was used here for the same reason. The answer to this question must be ‘yes’, even if one has to limit, ‘not in every case’, or more precisely, ‘with 68.9% probability’, given the original setup of their analysis.

The other question raised by that paper is to what extent false positives can be distinguished from real signals. Here the approach of a hypothesis test based on bootstrapping was applied. This proved to be very effective to filter out false positive signals due to their lower magnitude. On the other hand, when this parameterisation is applied, an average of 5% remains which is not recognized as false positive. However, this is certainly an order of magnitude with which a science such as archaeology can operate, since very few approaches in our discipline offer 95 percent confidence.

The detection of the event cannot be assumed to be absolutely certain. To the question of false-positive detections, the method of producing a confidence interval by simulation of an equal distribution (e.g. Shennan et al. 2013; Hinz et al. 2019) has been introduced into this simulation, going beyond the original setup of Contreras and Meadows. So if the question is how well we can identify this event, taking random fluctuations into account, the result is much more unfavourable. Only at a relatively high temporal density of 14C dates a reliable detection becomes realistic.

A false-negative result, or in other words a Type II error, might be considered less dramatic in the given situation.
Table 4: Results from the simulation of the original setup of Contreras and Meadows (2014) under consideration of the removal of false positive results.

<table>
<thead>
<tr>
<th>number of samples</th>
<th>sample density</th>
<th>detection rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.043</td>
<td>0.145</td>
</tr>
<tr>
<td>40</td>
<td>0.057</td>
<td>0.165</td>
</tr>
<tr>
<td>50</td>
<td>0.071</td>
<td>0.145</td>
</tr>
<tr>
<td>60</td>
<td>0.086</td>
<td>0.120</td>
</tr>
<tr>
<td>70</td>
<td>0.100</td>
<td>0.100</td>
</tr>
<tr>
<td>80</td>
<td>0.114</td>
<td>0.130</td>
</tr>
<tr>
<td>90</td>
<td>0.129</td>
<td>0.140</td>
</tr>
<tr>
<td>100</td>
<td>0.143</td>
<td>0.115</td>
</tr>
<tr>
<td>200</td>
<td>0.286</td>
<td>0.210</td>
</tr>
<tr>
<td>300</td>
<td>0.429</td>
<td>0.160</td>
</tr>
<tr>
<td>400</td>
<td>0.571</td>
<td>0.235</td>
</tr>
<tr>
<td>500</td>
<td>0.714</td>
<td>0.285</td>
</tr>
<tr>
<td>600</td>
<td>0.857</td>
<td>0.170</td>
</tr>
<tr>
<td>700</td>
<td>1.000</td>
<td>0.320</td>
</tr>
<tr>
<td>800</td>
<td>1.143</td>
<td>0.365</td>
</tr>
<tr>
<td>900</td>
<td>1.286</td>
<td>0.330</td>
</tr>
<tr>
<td>1000</td>
<td>1.429</td>
<td>0.325</td>
</tr>
<tr>
<td>2000</td>
<td>2.857</td>
<td>0.395</td>
</tr>
<tr>
<td>3000</td>
<td>4.286</td>
<td>0.720</td>
</tr>
<tr>
<td>4000</td>
<td>5.714</td>
<td>0.710</td>
</tr>
<tr>
<td>5000</td>
<td>7.143</td>
<td>0.715</td>
</tr>
<tr>
<td>6000</td>
<td>8.571</td>
<td>0.705</td>
</tr>
</tbody>
</table>

Figure 10: Results from the simulation of the original setup of Contreras and Meadows (2014) under consideration of the removal of false positive results (cf. tab. 4). Note that the x-axis is logarithmic.
than a Type I error where an event would be identified that is non-existent. There is some serious discussion as to which type I error would be worse and if there are any worse errors at all – this affects situations in which a type II error would lead to wrong decisions regarding, e.g., the safety of patient treatment (see, e.g., Carlson 2017: 169–170). In this specific case, the methodology opens up the chance of detecting an event at the risk of not detecting it. In this instance, one should not assume that it may have been an uneventful period. This demands above all the necessity to not only reconstruct the past with one estimator but to validate different indicators mutually and to evaluate them in multi-proxy approaches.

The results raise questions about the nature of the conclusions already made using $^{14}$C sum calibration. These results demonstrate distributions of $^{14}$C data on the temporal axis that are different from the results of random sampling processes. The simulation results in this study clearly support the assumption that the significance test based on a Monte Carlo simulation, in one form or another, is very well suited to filter out signals that only appear in the data due to sampling effects. Therefore, significant results are highly likely to show variations in the data background. The basic question is therefore not of a statistical nature, and lies not in the insensitivity of the estimator itself, but rather in the fundamental methodological question of what information the absence of archaeological material at a certain period can provide us with. If, as in the case of the analysis of Shennan et al. (2013), we see a reduction of 36% (signal strength of 0.64) and take it literally (estimated by Shennan et al. 2013: 4), on a 200 years rolling mean, with a peak at about 3500 BCE and a minimum at about 3000 BCE), is this a population change that we can assume to be realistic for a prehistoric population? If we take the estimates of Müller (2015) into account, we are talking about 5 million people in Europe during this period. These would be reduced to about 3.2 million over 500 years. Another question is what true signal strength is indicated by an observed signal strength of 0.64, and how high the uncertainty range of such an estimate is. The latter estimate goes beyond the scope of this study but is an excellent question for further simulation-based studies.

The main problem in using summation calibration as a means of demographic reconstruction is therefore not the statistical conditions. If the sample size and sensitivity are too small, there are possibilities in this domain to identify such problems and to counteract them if necessary. The main problem lies rather in the often biased distribution caused by the production of the data in studies that almost never serve to produce a representative cross-section of dating in relation to the amount of material remains, but are usually carried out with specific different scientific objectives, as well as in the fact that often quite different deposition processes are treated equally. This is the original approach of Rick (1987), in which the amount of data was largely equated directly with the intensity of human activity, even when he already identified these biases. Therefore it is necessary to find appropriate countermeasures and to establish a best-practice catalogue for such investigations. An assessment of how strong a signal can be detected with what data density can be a valuable first step in the direction of such a standardisation.

In the course of the review of this paper, both reviewers independently suggested that the simulation should be performed for other temporal positions in order to check whether the results of the signal detection are robust to artifacts in the calibration curve. I do not see per se any methodological reasons why this would lead to significantly different results, since the curve in this period is quite comparable e.g. with that of the later Neolithic (a plateau between 1100–1200 CE and a wiggle between 1300–1400 CE, comparable e.g. with a wiggle between 3500–3400 BCE and a plateau between 3300–3100 BCE). Nevertheless, this is an interesting starting point for a possible further paper, but would go beyond the scope of the analysis presented here.

In this article a simulation approach was used to move beyond the simple statement ‘the black plague could have remained undiscovered by $^{14}$C sum calibration’ and to arrive at a quantification of the probability of detection and a prediction of the detection potential of other, more or less pronounced events. As a result, it could be shown that no guarantee can be given for detection by this method, but that the chances will outweigh the risks.
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